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Abstract— Automated face annotation aims to automatically
detect human faces from a photo and further name the faces 
with the corresponding human names. Most of the images are 
obtained from World Wide Web (WWW), so there is 
possibility of getting noisy and incomplete images. This study 
tackle problem by investigating a search-based face annotation 
(SBFA) paradigm for mining large amounts of facial images. 
Given a query facial image for annotation, the idea of SBFA is 
to first search for top-n similar facial images from facial image 
database and then exploits these top-ranked similar facial 
images and their weak labels for naming the query facial 
image. Major challenging task of search based annotation 
scheme is how to perform effective annotation by exploiting 
the list of most similar facial images and their weak labels. 
Unsupervised label refinement (ULR) approach is used for 
refining the labels of facial images. In this proposed work 
unsupervised label refinement approach effectively solves the 
problem of weak labelling. A clustering-based approximation 
algorithm is proposed to improve the scalability of naming and 
images. In future it will evaluate a larger database to develop 
more efficient solutions. 

Keywords— Search based face annotation, unsupervised label 
refinement, clustering based approximation, weak label, auto 
annotation, face annotation. 

I. INTRODUCTION 

Day by the digital accessories for capturing images is 
increasing and sources for sharing that images e.g., social 
media tools/sites are also increasing [1, 13]. Large numbers 
of images are shared over these social sites, but many times 
images shared by person are not having any label so it 
becomes problematic in understanding name of person from 
image if any random person sees it. The main aim of image 
annotation process is to automatically assign associate label 
to images, so image retrieving users are able to query 
images by labels and automatically detect human faces 
from a photo image and further name the faces with the 
corresponding human names. 

Tagging facial images are known as face annotation and 
now a day many techniques are introducing for annotation. 
Auto face annotation is used for automatic face image 
annotation without any human intervention [2, 7, 8, 17]. 
Facial annotation is also applying for videos, such as 
annotation of facial images from news video is done and 
then it showed on television so that peoples can recognize 
person in TV [3, 10]. 

The model base annotation has more limitations i.e. it is 
more time consuming and more costly to collect large 
amount of human labeled training facial image. It is more 
difficult to generalize the models when new persons are 
added, in which retraining process is required and last the 
annotation performance is become poor when the number 
of persons is very more. To address the challenges “Auto 
face annotation” is important technique which 
automatically gives name to relevant person images [2, 7]. 
This technique is more beneficial to different real world 
application of search based face annotation. The main 
objective of search-based face annotation is to assign 
correct name labels to a given query facial image. There are 
several groups of research work, research is carried for 
facial images recognition, feature exaction, annotation etc. 
Various techniques are applied for face recognition, face 
annotation e.g. cluster based possibility model, graph based 
approach [16], query expansion [19], retrieval based face 
annotation [23], and search based face annotation [1, 7, 25] 
schemes. 

II. LITERATURE SURVEY

Various techniques are present for face annotation in   
mining weakly labelled facial images from www. This 
study shows that most of the techniques those accepts name 
of person as input and process text-based search for 
achieving face images. Many researchers are trying to 
design system, which accepts image-based input data and 
produces text based output. Various research groups are 
working for successfully fulfilment of this objective. 

These are classical research problems in computer vision 
and pattern recognition and have been studied from many 
years. G.B. Huang et al. [5] designed Labeled Faces in the 
Wild. Z. Cao et al. [6] presented a novel approach to 
address the representation and the matching issue in face 
recognition. In proposed work they firstly worked on 
approach that encodes the micro-structures of the face by a 
new learning-based encoding technique. They used 
unsupervised learning schemes to learn an encoder from the 
training sets. In next step they applied PCA technique to get 
a compact face descriptor. Results obtained shows that 
study done by them suggested that the discriminative ability 
of the descriptor can be improved by a simple 
normalization mechanism after PCA. To handle the large 
pose variation in real-life scenarios case, they proposed a 
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pose-adaptive matching method which uses pose-specific 
classifiers to deal with various pose combinations of the 
matching facial image pair. This studied approach is 
comparable with the state-of the-art methods on the Labeled 
Face in Wild.  

X.-J. Wang et al. presented AnnoSearch scheme, a novel 
scheme to annotate images using search and data mining 
technologies. They solved this problem in two-stages; first 
is searching for semantically and visually similar images on 
the internet, and mining annotations from annotation. One 
accurate keyword is necessary for enabling text-based 
search for a set of semantically similar images. After that 
content related search task is performed on this retrieved set 
to obtain visually similar images. As final processing step 
of their work, annotations are mined from the descriptions. 
These proposed works has benefit that is no supervised 
training process is adopted in this process, and as a result, it 
handles large amount of vocabulary. It also ensures a highly 
scalable image database. In their work they mentioned that 
in follow-up work they will work on reinforcing the labels 
of images from large scale database and they are interested 
to resolve the problem of how to annotate query images 
without associated keywords [7]. 

J. Tang et al. [8] proposed a novel kNN-sparse graph 
based semi-supervised learning method with regularization 
on number of training labels, which is used to annotate 
various noisily-tagged web images by label propagation. 
Here the graph is constructed to handle the semantically 
different links. It is generated by reconstructing each and 
every sample from its k nearest neighbours to improve the 
efficiency, and in the same study the approximate method is 
applied to accelerate the kNN search. And the 
regularization is proposed to handle the noise in the training 
labels. Experimental results of this study showed a key 
factor, which affects the performance of image annotation 
process with the tags as trained labels. Actually, in image 
annotation scheme, there is no need to correct all the noisy 
tags; they collected the correct image label pairs as much as 
possible for training. They also decided to focus on how to 
construct an effective training set from the community-
contributed images and tags in future work. 

Guillaumin et al. [14] introduced a modification to 
incorporate the constraint that a face is only depicted once 
in an image. This work has two scenarios of naming 
persons in database for finding face of person and assigning 
name to all faces. The text based result is not more accurate. 
Graph based approach is improved by introducing the 
constraint,  objective function generative models have 
previously been proposed to solve the multi-person naming 
task by comparing generative and graph based methods.  
Graph based method is extended in future to multi-person 
naming. M. Guillaumin et al. [15] proposed a method to 
iteratively update the assignment based on a minimum cost 
matching algorithms. In follow-up work of this, they further 
uses metric learning technique to enhance the annotation 
performance to gain lots of distinguish features in low 
dimension space [17, 18].   

Z. Wu et al. mainly addressed the face retrieval problem; 
by using local and global features it proposed an effective 
image representation from study. Future Work visual word 

vocabulary for face is improved by designing a supervised 
learning algorithm. They proposed highly scalable system, 
and they planned it by using a computer cluster to apply on 
a web-scale image database [21].  Retrieval-Based 
Annotation Approach, Shows that retrieval based approach 
are applied with distance metric learning also various 
different techniques are implemented with these retrieval 
based or search based face annotation [23].  

M. Zhao et al. [22] proposed a system that can learn and 
recognize faces by combining signals from large scale 
weakly labeled text, image, and video. First, consistency 
learning is proposed to create face models for popular 
persons. It uses the text-image co-occurrence on the web as 
a weak signal of relevance and learns the set of consistent 
face models from this very large and noisy training set. It 
recognizes peoples in videos; they applied face detection 
and tracking to extract faces from various videos. And then, 
key faces are selected for each track for fast and robust 
recognition. Face tracks are further clustered to get more 
compact and robust representation. The face tracks are 
clustered to get more representative key faces and remove 
duplicate key faces. Majority voting and probabilistic 
voting algorithms are combined to recognize each cluster of 
face tracks. They studied various active learning 
possibilities in case of improving the recognizer to grow 
across age variations. Proposed work provides another 
direction which would be shows that how to combine high 
precision face-based retrieval scheme and high-recall text 
based retrieval scheme. D. Wang, S.C.H. Hoi, and Y. He 
[24] this proposed work adopted a unified framework of 
Unifying Transductive and Inductive Learning. 

There are two key points that differentiate the proposed 
work from existing work. First key point is that it is used to 
solve general content based face annotation problem using 
search based face annotation scheme where face image is 
used as query image. Second point is that unsupervised 
label refinement algorithm is used as suitable algorithm for 
enhancement of new label matrix for weakly labeled facial 
images [1]. This work related to recent work of the 
WLRLCC method [23]. 

III. SEARCH BASED FACE ANNOTATION 

System Architecture:  
In this section, it briefly introduce the framework 

of SBFA system. Figure 1 illustrates the proposed 
framework that consists of the following four major 
modules:  
(1) The database construction module by crawling facial 
images from the World Wide Web;  
(2) The database indexing module towards fast retrieval of 
high-dimensional facial features;  
(3) The content-based facial image retrieval module for 
searching a query facial image;  
(4) The automated face annotation module for naming the 
query by mining the top-k retrieved similar facial images 
and their corresponding weakly labels.  
     The first four steps are usually conducted before the test 
phase of a face annotation task, while the last two steps are 
conducted during the test phase of a face annotation task, 
which usually should be done very efficiently. It can 

Shital Shinde et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 6 (3) , 2015, 3037-3041

www.ijcsit.com 3038



annotate the query facial image by exploiting both weakly 
label information and visual contents of top-ranked facial 
images to maximize the annotation efficiency. 

 
Figure1: Search Based Face Annotation System Flow 

 
System Algorithms:  

 
Figure 2: Face recognition processing flow 

 
Face recognition: The face recognition problem can be 
divided into two main stages: face verification (or 
authentication), and face identification (or recognition). The 
detection stage is the first stage; it includes identifying and 
locating a face in an image. The recognition stage is the 
second stage; it includes feature extraction, where important 
information for discrimination is saved, and the matching, 
where the recognition result is given with the aid of a face 
database. Several face recognition methods have been 
proposed. In the vast literature on the topic there are 
different classifications of the existing techniques. The 
following is one possible high-level classification:   
Holistic Methods- The whole face image is used as the raw 
input to the recognition system. An example is the well-
known PCA-based technique. 
Local Feature-based Methods: Local features are extracted, 
such as eyes, nose and mouth. Their locations and local 
statistics (appearance) are the input to the recognition stage. 
Pre-processing: It pre-process facial images to extract face-
related information, including face detection and alignment, 
facial region extraction, and facial feature representation. 
As a result, each face can be represented by a d-dimensional 
feature vector. An object recognizer using PCA (Principle 
Components Analysis):- 

 
1. Get the Eigen vectors that form the Eigen space 
2. Get or set the labels for the corresponding training 

image 
3. Get or set the Eigen distance threshold. 
4. Get the average Image. 
5. Get the Eigen values of each of the training image 
6. Create an object recognizer using the specific 

training data and parameters, it will always return 
the most similar object.  

7. Create an object recognizer using the specific 
training data and parameters 

8. Given the Eigen value, reconstruct the projected 
image. 

9. Get the Euclidean eigen-distance between input 
image and every other image in the database 

10. Given the image to be examined, find in the 
database the most similar object, return the index 
and the Eigen distance 

11. Try to recognize the image and return its label. 
 
Unsupervised Face Refinement: It is key step of the 
framework is to engage an unsupervised learning scheme to 
enhance the label quality of the weakly labeled facial 
images. This process is very important to the entire search 
based annotation framework since the label quality plays a 
critical factor in the final annotation performance. It 
denoted by X IRnxd the extracted facial image features, 
where n and d represent the number of facial images and the 
number of feature dimensions, respectively. Further it 
denoted by Ω= {n1, n2, . . .,; nm} the list of human names 
for annotation, where m is the total number of human 
names. It denotes Y [0; 1] nxm as the initial raw label 
matrix to describe the weak label information, in which the 
ith row Y represents the label vector of the ith   facial image 
X IRd. In this application, Y is often noisy and incomplete. 
In particular, for each weak label value Yij, Yij ≠  0 
indicates that the ith facial image Xi has the label name n, 
while Yij ≠ 0 indicates that the relationship between ith 
facial image Xi and jth name is unknown. Note that it 
usually have Yi* = 1 since each facial image in database 
was uniquely collected by a single query. Following the 
terminology of graph-based learning methodology, build a 
sparse graph by computing the weight matrix W = [Wij]   
IRnxn, where Wij represents the similarity between Xi and 
Xj. 
Clustering base Approximation: To further enhance the 
scalability and efficiency in algorithms, in this paper, 
proposed a clustering-based approximation solution to 
speed up the solutions for large-scale problems. In 
particular, the clustering strategy could be applied in two 
different levels: 1) one is on “image-level,” which can be 
used to directly separate all the n facial images into a set of 
clusters, and 2) the other is on “name-level,” which can be 
used to First separate the m names into a set of clusters, 
then to further split the retrieval database into different 
subsets according to the name-label clusters. Typically, the 
number of facial images n is much larger than the number 
of names m, which means that the clustering on “image 
level” would be much more time-consuming than that on 
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“name-level.” Thus, this approach, adopt the “name level” 
clustering scheme for the sake of scalability and efficiency. 
After the clustering step, solve the proposed ULR problem 
in each subset, and then merge all the learning results into 
the final enhanced label matrix F. 
Algorithm: 
Input: c, qc, Lloop 
Output: clustering highest order result list Llist 
Add M0 to Llist; 
Repeat 
Remove the largest cluster Ml from Llist; 
For i=1 to t do 
Bisect Ml to M1

(i) and M2
(i); 

Compute sum of squared error (SSEi); 
Select the result with the lowest SSEi value; 
Add m1

(i),m2
(i) to Llist; 

Until ¦Llist¦=qc; 
 
In the Clustering scheme, the ith row Ci* is used as the 
feature vector for class Xi. In each step, the largest cluster is 
bisected for Iloop times and the clustering result with the 
lowest sum-of-square-error (SSE) value is used to update 
the clustering lists. In our framework, we set Iloop to 10. The 
details of the Bisect Clustering Based Approximation 
(BCBA) scheme are illustrated in above algorithm, where 
qc is the cluster number. 
 
Weighted Majority Voting (WMV): It is used to combines 
the set of labels associated with these top K similar face 
examples. It is based on the top-n retrieval images. The 
confidence weight depends on the Euclidean distance 
between the query image and the similarity image. In 
particular, for the i-th nearest similar face, it assigns a 
weight coefficient wi to the corresponding label vector yi 
by wi =   

 
where  (·, ·) is related to the distance between the query 

image xq and its i-th nearest sample xi .  
 

 =   

 

IV.  RESULTS 

Evaluation of Label Enhancement: 
This experiment aims to evaluate the performance of the 

refined label matrix Y. It presents the results of the 
proposed SBFA algorithm on the most noisy DB-100K 
database. Similar observations can also been observed on 
the other databases by employing different algorithms. The 
ULR, CBA algorithm is applied to learn and enhance the 
label matrix. After that, both the refined label matrix Y and 
the initial weak label matrix are used in the face name 
annotation step. The comparison results are presented in 
Figure 3, it represents evaluation of the enhanced label 
matrix Y on the DB-100K database. 

 
Figure 3: Evaluation of the enhanced label matrix Y on 

the DB-100K database. 
Next experiment is to demonstrate the qualitative tagging 

performance achieved by different SBFA and ULR methods 
for automatic image tagging tasks. To achieve this purpose, 
it randomly select several images from the test set, and 
applied a number of different ULR methods to annotate 
them using the proposed search based annotation approach. 

 
Evaluation of Varied k Values: 

Figure 4 shows the performance of SBFA at top t tags 
by varying k, the number of top retrieved similar images 
from 10 to 60. From the results, observed that k affects the 
annotation performance. In particular, when k is about 40 
to 50, the proposed method achieved the best average 
precision. This is reasonable because if k is too small, 
some relevant images may not be retrieved, while if k is 
too large, lots of irrelevant images could be retrieved, 
leading to engage many noisy tags in the list of candidate 
tags. Both of the above situations could degrade the 
annotation performance.   

 

 
Figure 4: Comparisons of average precision under 

different top k similar images used 

V. CONCLUSIONS 

It investigate a promising search-based face annotation 
framework, in which it focused on tackling the critical 
problem of enhancing the label quality and proposed a ULR 
algorithm. To further improve the scalability, it also 
proposed a clustering-based approximation solution, which 
successfully accelerated the optimization task without 
introducing much performance degradation. It uses 
unsupervised labeled refinement (ULR) approach for 
improving efficiency and scalability of proposed system. 
Results obtained shows that the proposed ULR technique 
can significantly boost the performance of the promising 
search-based face annotation scheme. 
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